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Machine Learning 
Machine learning is a field of computer science that designs systems with the 
ability to automatically learn and improve from experience without being explicitly 
programmed. 

Computer systems that access data and use statistical/mathematical techniques to 
learn patterns and make inference based on probabilistic responses. 

Supervised learning involves providing example inputs and respective outputs to the 
the program, which ‘learns’ to make predictions on the outputs for new, unseen 
inputs. 

e.g. a classification system to categorize the images as cats or dogs.

 



Machine Learning Pipeline



Machine Learning Is Amazing!!

ML is a remarkable tech that has greatly transformed our lives. 

We use applications of machine learning everyday. Embedded in our cell phones. 











Social Bias
Social Biases are a class of cognitive biases based on how we perceive other human 
beings. When we try to explain other’s behaviour, based on faulty or unfounded 
preconceptions and prejudices

e.g. group attribution error : Making inferences about an entire group (ethnicity, caste, 
economic status, region, etc.) based on our observation of a small number of 
examples. Humans tend to do this even in the face of evidence to the contrary.

e.g. just-world hypothesis: trying to protect our desire for a fundamentally just world by 
blaming the victim, rather than facing the reality of the arbitrary nature of the 
incidents. 

Experiments have shown that when given a passage about interactions between a male and female that ended in the 
male raping the female, subjects often attempted to explain the ending as 'inevitable' given the preceding interactions, 
and to attribute the rape to the female's behaviour, rating her negatively on post-survey questions.

We will focus mainly on racial and gender bias in this talk.

cf. Thinking Fast Slow - Dan Kahenman
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Bias In Machine Learning 

Machine learning systems are also prone to social bias and

Machine Learning systems now helps determine who is fired, hired, 
promoted, granted a loan or insurance, and even how long someone 
spends in prison.

 Spoiler: The bias in a ML system comes from human biases. 

ML systems are not inherently neutral. They reflect the priorities, 
preferences, and prejudices - the coded gaze - of those who have the 
power to mould artificial intelligence.

More succinctly, the data we use to train ML models has inherent 
social biases.
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Example
Say we are designing a system that helps companies hire. 

The system consumes data on successful hires and builds a model to predict the 
likelihood of a candidate to be successful. 

Such a system could (actually is!) be biased:

Premier institutes like IITs

Male candidates

Urban demography

Economic standing

Women’s participation in the labour force in India is currently at around 27%, is also 
declining. Thus any data will have an inherent gender bias. 
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cf:  https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing 

Race was not a variable in the input data.
Race & gender are latently encoded in MANY other variables. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Muslims, Dalits, and tribals make up 53% of all prisoners in India. 
(2014 survey)

In some states, the percentage of Muslims in the incarcerated 
population was almost thrice the percentage of Muslims in the 
overall population (NCRB 2016).

There will be similar statistics for other marginalized groups. 



Bias in Image Understanding Software



Google Photos : Bias in Image Recognition



Programmer Jacky Alcine posted a series of tweets on this

Google has 
removed the 'gorilla' 

tag from its 
new Photos app





gendershades.org

http://gendershades.org


Inclusive ( gender, skin type, ethnicity, age etc.) product testing 
and reporting are necessary if the industry is to create 

systems that work well for all of humanity



Further ethical considerations







Bias in Natural Language Understanding (NLU) software



GoogleTranslate



World Embedding

Word embeddings are a representation of words in a natural 
language as vectors in a continuous vector space where 
semantically similar words are mapped to nearby points. 

Assumption: Words that appear in the same context are semantic 
closer than the words which do not share same context.

Essentially, we ‘embed’ words in a vector space. And the weight of 
the word is distributed across many dimensions which capture the 
semantic properties of the words. 

Train a neural network on a large corpus of text data e.g. wikipedia 
dump.





–Mikolov et all, Google

A Somewhat surprisingly, it was found that similarity of word representations goes 
beyond simple syntactic regularities. Using a word offset technique where simple 

algebraic operations are performed on the word vectors, it was shown for example 
that vector(“King”) – vector(“Man”) + vector(“Woman”) results in a vector that is 

closest to the vector representation of the word Queen.







Source: Rachel Thomas
@math_rachel



Source: Rachel Thomas
@math_rachel



Restaurant review app ranked Mexican restaurants lower, because 
word embeddings had negative connotations with “Mexican”.

 Word embeddings are used in web search engines. What if 
searching for “machine learning professor” more likely to return 
male names? 



Gaming Machine Learning 



I’m Just An Engineer ?  

“Once The Rockets Are Up, Who Cares Where They Come Down?” 

possible unintended side effects.

How could the team be sure the 
training data were not biased to 
begin with? 

What happens when someone is 
mislabeled as a gang member?

The program could do the 
opposite by eroding trust in 
communities.

Predictions could be no better 
than officers’ intuitions.

“I think that when you are building powerful things, 
you have some responsibility to at least consider 

how could this be used.”
- Blake Lemoine, Google



Model Harms

Allocative harms: resources are allocated unfairly or withheld (transactional, quantifiable).

Representative harms: systems reinforce subordination/perceived inferiority of some groups (cultural, 
diffuse, can lead to other types of harm)

Stereotypeping

Under-representation

Recognition

Kate Crawford, 
Director AI Now,
NYU and MSR

in NIPS 2017 talk



WMD

WMD is a model which is:

Opaque - inscrutable “black box” (often 
by design).

Scalable - capable of exponentially 
increasing the number of people 
impacted.

Damaging - can ruin people’s lives and 
livelihoods.



Machine Learning can Amplify the Bias



Training data : 67% of people cooking are women.
Trained model prediction: 84% of people cooking are women.  

Men Also Like Shopping: 
Reducing Gender Bias Amplification using Corpus-level Constraints

https://arxiv.org/abs/1707.09457

https://arxiv.org/abs/1707.09457


Zeynep Tufekci
@zeynep 



For Data Scientists 

The data just reflect the biases in the world — Can we (as data scientists) just leave 
it at that:

These models greatly affect lives of citizens - from hiring, firing, 
promotion, financial loans, healthcare, social interactions, imprisonment is 
steadily going dependent on ML. 

‘Blindness’ is not enough. 

Experiments show that the ML systems can also amplify the biases. 

Democracies are being undermined due to uncontrolled ML systems.

Promote ethical practices in the field. 

Make world a better place by ethically and properly using ML systems.



Possible Solutions
Actively lookout for bias and find ways to address it.  Awareness is better that blindness. 

e.g. de-bias word embeddings

More inclusive data collection and usage. 

e.g. representative of all races, regions 

Think about possible unintended consequences

Can authoritarian governments use the system against citizens, trolls/harassers, 
propaganda/fake news.

Seek help from domain experts.

Linguists can help in achieving more accurate and gender neutral translation.

Even if you don’t use a feature in your algorithm, the output you get can still be correlated with that 
feature if the inputs are. 

Research shows diverse teams can help mitigate bias.





We are all responsible for understanding the systems 
(including data collection & implementation) our work 

is a part of and asking questions about ethics 



Ask Questions
What are the possible biases in the data set?

Is the data open ? How was it collected ? Why was it collected ?

Were there any methods used to cure for mistakes in data curation? 

Is ML necessary here ?

What’s the accuracy (metrics) for different subgroups ?

Do we need a human in the loop?

What are the consequences of model failure ? 

Is it ethical to build such a model ? 





Machine Learning In India

ML is growing in India, companies are progressively adapting this 
technology. 

Research in Universities is also moving at a remarkable pace. 

Our tasks like transportation, banking,  

GoI has just established Artificial Intelligence Task Force for bringing AI in 
our economic, political and legal procedures. 

Data is being collected by financial institutions, healthcare providers, Govt. 
Surveys etc. which will facilitate production of stronger ML models.

It’s the right time we also start thinking about bias and implications of ML 
systems and ethical considerations for building and deploying such systems. 
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Contact:

@januverma

http://jverma.github.io/

 


